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Benchmarking SSL Models

» Why? Plenty of SSL models, wide use of these representations
in the recent literature, high cost of fine-tunings..

» How 7 Evaluate the SSL representations on different speech
downstream tasks using one fixed probing head.



Benchmarking SSL Models

Formally, a SSL pipeline consists of two models: a pre-trained
encoder ¢ and a downstream probe f.
P> ¢ is learned through solving a pretext task on large unlabeled
speech datasets
> f is learned on the annotated downstream dataset.
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SUPERB Benchmark

The SUPERB (Yang and al.) benchmark has chosen for every
considered downstream task T one probing family F1 (i.e. a
downstream architecture) and shows for every considered SSL
encoder ¢ a task error rate corresponding to:

in E«(f
min t(fod)

with E(f o @) the test-set error rate of the full SSL pipeline.
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SUPERB Benchmark

The SUPERB (Yang and al.) benchmark has chosen, in its

"Constrained" track, for every considered downstream task T one
probing family §1 (i.e. a downstream architecture) and shows for
every considered SSL encoder ¢ a task error rate corresponding to:

in E.(f
min E(fo¢)

Table 2: Evaluating various SSL rej i on various downstream tasks. The numbers are collected with public-available
checkpoints or codes, and we welcome researchers to re-submit the results to our online leaderboard.

PR KS IC] SID| ER ASR (WER) QbE SF ASV 5D

PER] | AccT | AccT | AccT | AccT || wlol W/LMJ | MTWVT | FIT CERJ | EER] | DER]

FBANK 82.01 | 8.63 | 9.10 | 8.56-4 | 3539 ]| 23.18 1521 0.0058 | 69.64__ 5294 | 9.56 | 10.05
PASE+ [16] 5887 | 82.54 | 29.82 | 37.99 | 57.86 || 25.11 16.62 0.0072 | 62.14__60.17 | 1161 3.68
APC 7] JT98 | 91.01 | 74.69 | 6042 | 59.33 || 21.28 474 0.0310 | 7046 5089 | 8.56 | 1053
VQ-APC [32] 41.08 | 9L11 | 7448 | 60.15 | 59.66 | 21.20 15.21 00251 | 68.53 5291 | 872 | 1045
NPC [33] 43.81 | 88.96 | 69.44 | 5592 | 59.08 | 20.20 13.91 0.0246 | 7279 48.44 9.4 | 934
Mockingjay (8] 70.19 | 83.67 | 3433 | 3229 | 5028 | 22.82 1548 | 6.6E-04 | 61.59 5889 | 11.66 | 10.54
TERA [9] 49.17 | 89.48 | 58.42 | 5757 | 5627 | 18.17 12.16 00013 | 67.50  54.17 | 1589 [ 9.96
DeCoAR 2.0 [10] 1493 | 94.48 | 90.80 | 74.42 | 6247 || 13.02 9.07 0.0406 | 8328 3473 | 716 | 659
modified CPC [34] 7254 | O1.88 | 64.09 | 39.63 | 60.96 || 20.18 1353 0.0326 | 71.19 4991 | 1286 | 1038
wav2vec [12] 31.58 | 95.59 | 8492 | 5656 | 59.79 | 15.86 11.00 00485 | 7637 4371 | 7.9 9.9
vg-wav2vec [13] 3348 | 93.38 | 85.68 | 38.80 | 5824 | 17.71 12.80 00410 | 77.68 4154 | 1038 | 9.93
wav2vec 2.0 Base [14] 574 | 9623 | 9235 | 75.18 | 63.43 || 643 4.79 00233 | 8830 2477 | 602 | 6.08
wav2vec 2.0 Large [14] || 4.75 | 96.66 | 95.28 | 86.14 | 65.64 || 3.75 3.10 00489 | 87.11 2731 | 565 | 562
HuBERT Base [35] 541 | 9630 | 9834 | 8142 | 64.92 || 642 4.79 00736 | 88.53 2520 | 511 | 588
HuBERT Large [35] 3.53 | 9529 | 98.76 | 90.33 | 67.62 | 3.62 294 00353 | 89.81 2176 | 598 | 575




SUPERB Benchmark

The SUPERB (Yang and al.) benchmark has chosen, in its
"Constrained" track, for every considered downstream task T a
probing family §1 (i.e. a downstream architecture) and shows for
every considered SSL encoder ¢ a task error rate corresponding to:

in Eo(f
min Ee(fo9)

- varams = varameter snarea winout in
Method Name  Description URL Params ¥ MACs & My @y @Y @ Score

WavLM Large Microsoft | M-P +VQ @ 3.166e+8 4.326e+12 3 6. 1 2 258 1145
WavLM Base+ Microsoft | M-P +VQ ® 9.470e+7 16702412 | L. | 2. | 4. |8 24.05 1106
WavLM Base Microsoft | M-P +VQ ® 9.470e+7 16702412 | L. | 2. | 4. B 20.95 1019
datazvec Large CliTang | Masked G ® 3.143¢+8 43066412 | 3. | 6. | L.. |2 208 949
LightHUBERT Sta... | LightHuB... | Once-for ® 9.500e+7 201 959
HUBERT Large paper MP+VQ | @ 3.1660+8 43200412 | 3. | 6. | L. |2 19.15 919
data2vec-aqc Base | Speech L Masked G (=] 9.384e+7 1.657e+12 1 2 4 8. 19.05 935
COBERTBase | ByteDanc.. | Code Rep @ 9.435e+7 16606412 | Lo | 2o | 4e. |8 18 894
HUBERT Base paper @ 9.470e+7 166912 | 1. | 2. 4. B 17.75 941
wavavec 2.0 Large paper = 3.174e+8 43260412 | 3.. | 6. L. |2 177 914




Benchmarking SSL Models

However, this is only an approximation. ldeally, as proposed in the
“unconstrained" track of SUPERB, the shown performance would
be :

inmin E.(f
iy Eo0)

with 3 the set of all probes families.
In the “Less Constrained" scenario, B3 is replaced with € the set of
probes that respect a chosen capacity constraint.

The two tracks remain empty of submissions. Is the "Constrained"
approximation good enough ?



Why is it important ?

> SSL representations have become very popular in the speech
community for almost all tasks

» These benchmarks are used during the development of new
SSL models. Improving the benchmarks improves the models



Question

How resilient are benchmarks to changes in the selected
downstream probes ?

=> To provide an answer, we will test how varying downstream
heads influences the ranking and relative performances of SSL
representations.
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Experimental Setting



Models

» 9 models (subset of
SUPERB), picked mainly
according to performance

» Acting directly on the
waveform

» Different training losses
(contrastive, pseudo-labels,
teacher-student..)

» Base and large models
(difference in size and
training data)

Transformer Encoder with
Gated Relative Position Bias

t 1 t 1
o o o

K ; CNN Encoders { 1/

Fig 1 : Common architecture for the

considered SSL Models



Benchmark : Tasks

» Automatic Speech Recognition : LibriSpeech train-clean-100,
Buckeye, Basque, Welsh (Common Voice)..

» Intent Classification : SLURP, 18 scenarios
» Speaker Verification : VoxCelebl
» Emotion Recognition : IEMOCAP, 4 classes



Benchmark : Global Setting

» Frozen SSL encoders, only the probing head are trained

» The needed information may be in various layers. The input
representation is a weighted sum of the transformers layers of
the SSL encoders. Weights are learnt, positive and sum to 1
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Benchmark : Probing heads

First probing heads (SUPERB ones):

» Automatic Speech Recognition : 2 layers of BiLSTM, hidden
size : 1024, CTC Loss

» Intent Classification, Emotion Recognition: Average
time-pooling + linear classifier

» Speaker Verification : Xvector



Benchmark : Probing heads

Second probing heads :
» LibriSpeech : Encoder-Decoder Conformer

CommonVoice low-resource languages : Two layered MLP

Emotion Recognition, Speaker Verification : ECAPA TDNN

| 2

» Buckeye : ContextNet (Convolution-based)

>

» Intent Classification : BiLSTM encoder + linear classifier



Outline

Results and Conclusions



First downstream results

Models /Tasks SSL Params. LibriSpeech train-100 ASR Buckeye ASR Welsh Basque ASV ER Ic
Evaluation Metrics WER | WER | WER | WER | EER | Acc. Acc. T
First downstream architectures LSTM LSTM LSTM LSTM  Xvectors Pool + Lin. Pool + Lin
Clean Other Clean LM Other LM w/o LM with LM Welsh Basque ASV ER Ic
DistilHUBERT 23.5M 13.99 3491 9.96 28.26 35.59 28.29 53.20 46.78 9.1 65 46.6
Wav2vec 2.0 Base 95M 6.23 14.93 4.86 11.97 24.87 19.48 54.45 51.21 5.29 66.4 59.0
Wav2vec 2.0 Large 317.4M 3.72 9.25 3.13 7.48 20.72 16.11 45.42 37.98 5.69 69.3 66
HuBERT Base 94.7TM 6.24 15.03 5.03 1231 45.53 26.51 52.92 46.91 4.50 67.5 53.8
HuBERT Large 316.6M 3.57 8.12 2.90 6.59 51.30 33.10 51.21 46.15 5.20 713 69.9
WavlLM Base+ 94.7M 5.96 1433 4.84 11.72 4221 2441 51.31 46.40 3.74 67.1 579
WavlM Large 316.6M 3.48 7.37 2.87 5.96 27.31 14.27 48.92 41.89 2.98 75.3 78.8
Data2vec Base 93.8M 530 13.79 4.03 10.97 37.26 30.50 54.00 46.37 5.43 63.0 56.9
Data2vec Large 314.3M 3.10 6.50 2.58 5.38 22.63 18.63 44.32 38.23 4.89 64.1 69.8
Probe size and inference metrics
Downstream Parameters Base 39.9M 39.9M 403M  40.3M 7.0M 3.1k 13.8k
Downstream Parameters Large 42m 42m 42.4M  42.4M 7™ 4.1k 18.4k

» Different ASR tasks lead to very different rankings

> Large versions are systematically better performing

> Except for ASR, the sizes of the probing heads are small compared

to SSL encoders



Second downstream results

Models /Tasks  SSL Params. LibriSpeech train-100 ASR Buckeye ASR  Welsh Basque ASV  ER Ic
Evaluation Metrics WER |, WER |/ WER| WER| EER| Ac.?  Acc T
Second downstream architectures Conformer ContextNet Lin Lin  ECAPA ECAPA LSTM + Lin
Clean Other Clean LM Other LM w/o LM with LM Welsh Basque ASV  ER Ic
DistilHUBERT 23.5M 1497 3651 11.54 31.41 58.56 43.61 80.78 77.04 285 724 749
Wav2vec 2.0 Base 95M 691 1539  5.09 12.29 3004 2304 7431 7176 282 732 7
Wav2vec 2.0 Large 317.4M 4.32 9.25 3.58 7.03 23.92 18.68 75.45 78.48 317 68.4 79.0
HUBERT Base 94.7M 688 1568 523 12,63 3044 2311 77.30 7340 240 782 794
HuBERT Large 316.6M 396  8.60 3.10 6.88 3939 3157 7158 6024 384 715 80.1
WavLM Base-+ 94.7M 655 1493 4.98 11.80 2773 2169 7587 6943 176 726 812
WavLM Large 316.6M 408 810 313 6.31 15.61 121 6873 5632 177 774 85.8
Data2vec Base 93.8M 5.85 14.32 4.53 12,52 40.53 33.45 77.49 75.26 3.75 720 734
Datavec Large 314.3M 343 6.82 3.27 6.58 25.26 215 69.09 6331 267 713 799
Probe size and inference metrics
Downstream Parameters Base 11.2M 32.4M 1.9M 1.9M 9.2M 7.3M 42M
Downstream Parameters Large 11.2M 325M 23M  23M  98M  7.9M 44.1M

» Decoders with larger capacities

» Reduced difference in performance between Base and Large models

How different are the rankings and performances with the two sets
of the probes ?



Correlations

Pearson and Spearman correlations are computed between the
performances with the first and second sets of probing heads, for
every task

Task Pearson Spearman Mean DS1 Mean DS2 Diff (%)
LibriSpeech 1-2  0.99 0.97 5.8 6.48 -11.7
Buckeye 0.42 0.56 34.16 32.39 52
Welsh 0.59 0.62 50.64 74.52 -47.2
Basque 0.19 0.15 44.66 69.47 -55.6
VoxCeleb 0.47 0.75 5.2 2.78 46.5
lemocap 0.22 0.34 67.66 73 7.9

Slurp 0.75 0.66 62.1 79.04 27.3

» Difference between “Mean DS1" and “Mean DS2" columns :
performance highly sensitive to the chosen probing head.
Improvements reach 46.5% and 27.3% respectively for ASV and IC

» Low correlation values, except for ASR on Librispeech



Main conclusions

First conclusion : Except for LibriSpeech ASR, current SSL
benchmarking is not robust to the choice of the downstream probe

» Spearman correlation, between the two sets of performances,
only reaches 0.34 and 0.66 for ER and IC respectively

» Other ASR tasks are heavily impacted by the probe change.
Experiments with the the Buckeye corpus lead to 0.56
Spearman and 0.42 Pearson correlations => The high
correlation is a LibriSpeech anomaly



Main conclusions

Second conclusion : Reduced difference in performance between
large and base SSL models

» For IC, the mean absolute difference between the Base and
Large versions performance drops from 14.23 to 3.28

» For ER, while all four Large versions perform better than the
Base ones when probed linearly, the new decoder reverses
this order for all of them except WavLM

— Probing with small decoders may be advantaging over-sized
SSL encoders



Inference computations

Decoder computation are negligible compared to encoders ones.
On the figures, the x-axis shift between circle and cross points
show the computation cost of larger probing heads
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Code sharing

The MP3S (for Multi-Probe Speech Self-Supervision) is now part
of the SpeechBrain benchmarks sub-library.
SpeechBrain Benchmarks

€ SpeechBrain

¥ e

w Please, star our project on github (see top-right corner) if you appreciate our contribution to the
community!
Welcome to the SpeechBrain Benchmarks repository! This repository is dedicated to housing a collection of

benchmarks associated with the SpeechBrain toolkit.

What are benchmarks? Benchmarks are standardized sets of recipes that enable users to measure the performance
of specific models or technigues within a standardized environment. By utilizing these benchmarks, you can evaluate

and compare the effectiveness of different approaches.
The SpeechBrain Benchmarks currently include the following:

+ CL_MASR - Abenchmark designed to assess continual learning techniques, specifically focusing on the
continual learning of new languages for speech recognition.

I + MP3S - A benchmark created to facilitate the fair assessment of self-supervised speech representations. I




Take home messages

» Current self-supervised speech representations benchmarking
is heavily biased by the choice of probing heads

» The limited capacity probes selected in the literature hinder
the performance of small encoders, leading to over-sized SSL
models

Thank you for your attention! Hope to see you on Wednesday,
August, 23, for the “Analysis of Neural Speech Representations"
session |
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