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Self supervised learning (SSL)
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Benchmarking SSL Models

▶ Why? Plenty of SSL models, wide use of these representations
in the recent literature, high cost of fine-tunings..

▶ How ? Evaluate the SSL representations on different speech
downstream tasks using one fixed probing head.
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Benchmarking SSL Models

Formally, a SSL pipeline consists of two models: a pre-trained
encoder ϕ and a downstream probe f .
▶ ϕ is learned through solving a pretext task on large unlabeled

speech datasets
▶ f is learned on the annotated downstream dataset.
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SUPERB Benchmark

The SUPERB (Yang and al.) benchmark has chosen for every
considered downstream task T one probing family FT (i.e. a
downstream architecture) and shows for every considered SSL
encoder ϕ a task error rate corresponding to:

min
f ∈FT

Et(f ◦ϕ)

with Et(f ◦ϕ) the test-set error rate of the full SSL pipeline.
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SUPERB Benchmark
The SUPERB (Yang and al.) benchmark has chosen, in its
"Constrained" track, for every considered downstream task T one
probing family FT (i.e. a downstream architecture) and shows for
every considered SSL encoder ϕ a task error rate corresponding to:

min
f ∈FT

Et(f ◦ϕ)
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Benchmarking SSL Models

However, this is only an approximation. Ideally, as proposed in the
“unconstrained" track of SUPERB, the shown performance would
be :

min
F∈P

min
f ∈F

Et(f ◦ϕ)

with P the set of all probes families.
In the “Less Constrained" scenario, P is replaced with C the set of
probes that respect a chosen capacity constraint.

The two tracks remain empty of submissions. Is the "Constrained"
approximation good enough ?
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Why is it important ?

▶ SSL representations have become very popular in the speech
community for almost all tasks

▶ These benchmarks are used during the development of new
SSL models. Improving the benchmarks improves the models
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Question

How resilient are benchmarks to changes in the selected
downstream probes ?

=> To provide an answer, we will test how varying downstream
heads influences the ranking and relative performances of SSL
representations.
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Models

▶ 9 models (subset of
SUPERB), picked mainly
according to performance

▶ Acting directly on the
waveform

▶ Different training losses
(contrastive, pseudo-labels,
teacher-student..)

▶ Base and large models
(difference in size and
training data)

Fig 1 : Common architecture for the
considered SSL Models
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Benchmark : Tasks

▶ Automatic Speech Recognition : LibriSpeech train-clean-100,
Buckeye, Basque, Welsh (Common Voice)..

▶ Intent Classification : SLURP, 18 scenarios
▶ Speaker Verification : VoxCeleb1
▶ Emotion Recognition : IEMOCAP, 4 classes
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Benchmark : Global Setting

▶ Frozen SSL encoders, only the probing head are trained
▶ The needed information may be in various layers. The input

representation is a weighted sum of the transformers layers of
the SSL encoders. Weights are learnt, positive and sum to 1
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Benchmark : Probing heads

First probing heads (SUPERB ones):
▶ Automatic Speech Recognition : 2 layers of BiLSTM, hidden

size : 1024, CTC Loss
▶ Intent Classification, Emotion Recognition: Average

time-pooling + linear classifier
▶ Speaker Verification : Xvector
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Benchmark : Probing heads

Second probing heads :
▶ LibriSpeech : Encoder-Decoder Conformer
▶ CommonVoice low-resource languages : Two layered MLP
▶ Buckeye : ContextNet (Convolution-based)
▶ Emotion Recognition, Speaker Verification : ECAPA TDNN
▶ Intent Classification : BiLSTM encoder + linear classifier
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First downstream results

Models /Tasks SSL Params. LibriSpeech train-100 ASR Buckeye ASR Welsh Basque ASV ER IC

Evaluation Metrics WER ↓ WER ↓ WER ↓ WER ↓ EER ↓ Acc. ↑ Acc. ↑

First downstream architectures LSTM LSTM LSTM LSTM Xvectors Pool + Lin. Pool + Lin.

Clean Other Clean LM Other LM w/o LM with LM Welsh Basque ASV ER IC

DistilHuBERT 23.5M 13.99 34.91 9.96 28.26 35.59 28.29 53.20 46.78 9.1 65 46.6
Wav2vec 2.0 Base 95M 6.23 14.93 4.86 11.97 24.87 19.48 54.45 51.21 5.29 66.4 59.0
Wav2vec 2.0 Large 317.4M 3.72 9.25 3.13 7.48 20.72 16.11 45.42 37.98 5.69 69.3 66
HuBERT Base 94.7M 6.24 15.03 5.03 12.31 45.53 26.51 52.92 46.91 4.50 67.5 53.8
HuBERT Large 316.6M 3.57 8.12 2.90 6.59 51.30 33.10 51.21 46.15 5.20 71.3 69.9
WavLM Base+ 94.7M 5.96 14.33 4.84 11.72 42.21 24.41 51.31 46.40 3.74 67.1 57.9
WavLM Large 316.6M 3.48 7.37 2.87 5.96 27.31 14.27 48.92 41.89 2.98 75.3 78.8
Data2vec Base 93.8M 5.30 13.79 4.03 10.97 37.26 30.50 54.00 46.37 5.43 63.0 56.9
Data2vec Large 314.3M 3.10 6.50 2.58 5.38 22.63 18.63 44.32 38.23 4.89 64.1 69.8

Probe size and inference metrics

Downstream Parameters Base 39.9M 39.9M 40.3M 40.3M 7.0M 3.1k 13.8k
Downstream Parameters Large 42M 42M 42.4M 42.4M 7.7M 4.1k 18.4k

▶ Different ASR tasks lead to very different rankings
▶ Large versions are systematically better performing
▶ Except for ASR, the sizes of the probing heads are small compared

to SSL encoders
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Second downstream results
Models /Tasks SSL Params. LibriSpeech train-100 ASR Buckeye ASR Welsh Basque ASV ER IC

Evaluation Metrics WER ↓ WER ↓ WER ↓ WER ↓ EER ↓ Acc. ↑ Acc. ↑

Second downstream architectures Conformer ContextNet Lin. Lin ECAPA ECAPA LSTM + Lin.

Clean Other Clean LM Other LM w/o LM with LM Welsh Basque ASV ER IC

DistilHuBERT 23.5M 14.97 36.51 11.54 31.41 58.56 43.61 80.78 77.04 2.85 72.4 74.9
Wav2vec 2.0 Base 95M 6.91 15.39 5.09 12.29 30.04 23.04 74.31 71.76 2.82 73.2 77.7
Wav2vec 2.0 Large 317.4M 4.32 9.25 3.58 7.03 23.92 18.68 75.45 78.48 3.17 68.4 79.0
HuBERT Base 94.7M 6.88 15.68 5.23 12.63 30.44 23.11 77.39 73.40 2.40 78.2 79.4
HuBERT Large 316.6M 3.96 8.60 3.10 6.88 39.39 31.57 71.58 60.24 3.84 71.5 80.1
WavLM Base+ 94.7M 6.55 14.93 4.98 11.80 27.73 21.69 75.87 69.43 1.76 72.6 81.2
WavLM Large 316.6M 4.08 8.10 3.13 6.31 15.61 12.1 68.73 56.32 1.77 77.4 85.8
Data2vec Base 93.8M 5.85 14.32 4.53 12.52 40.53 33.45 77.49 75.26 3.75 72.0 73.4
Data2vec Large 314.3M 3.43 6.82 3.27 6.58 25.26 21.5 69.09 63.31 2.67 71.3 79.9

Probe size and inference metrics

Downstream Parameters Base 11.2M 32.4M 1.9M 1.9M 9.2M 7.3M 42M
Downstream Parameters Large 11.2M 32.5M 2.3M 2.3M 9.8M 7.9M 44.1M

▶ Decoders with larger capacities
▶ Reduced difference in performance between Base and Large models

How different are the rankings and performances with the two sets
of the probes ?
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Correlations

Pearson and Spearman correlations are computed between the
performances with the first and second sets of probing heads, for
every task

Task Pearson Spearman Mean DS1 Mean DS2 Diff (%)

LibriSpeech 1-2 0.99 0.97 5.8 6.48 -11.7
Buckeye 0.42 0.56 34.16 32.39 5.2
Welsh 0.59 0.62 50.64 74.52 -47.2
Basque 0.19 0.15 44.66 69.47 -55.6
VoxCeleb 0.47 0.75 5.2 2.78 46.5
Iemocap 0.22 0.34 67.66 73 7.9
Slurp 0.75 0.66 62.1 79.04 27.3

▶ Difference between “Mean DS1" and “Mean DS2" columns :
performance highly sensitive to the chosen probing head.
Improvements reach 46.5% and 27.3% respectively for ASV and IC

▶ Low correlation values, except for ASR on Librispeech
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Main conclusions

First conclusion : Except for LibriSpeech ASR, current SSL
benchmarking is not robust to the choice of the downstream probe

▶ Spearman correlation, between the two sets of performances,
only reaches 0.34 and 0.66 for ER and IC respectively

▶ Other ASR tasks are heavily impacted by the probe change.
Experiments with the the Buckeye corpus lead to 0.56
Spearman and 0.42 Pearson correlations => The high
correlation is a LibriSpeech anomaly
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Main conclusions

Second conclusion : Reduced difference in performance between
large and base SSL models

▶ For IC, the mean absolute difference between the Base and
Large versions performance drops from 14.23 to 3.28

▶ For ER, while all four Large versions perform better than the
Base ones when probed linearly, the new decoder reverses
this order for all of them except WavLM

−→ Probing with small decoders may be advantaging over-sized
SSL encoders
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Inference computations

Decoder computation are negligible compared to encoders ones.
On the figures, the x-axis shift between circle and cross points
show the computation cost of larger probing heads
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Code sharing
The MP3S (for Multi-Probe Speech Self-Supervision) is now part
of the SpeechBrain benchmarks sub-library.
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Take home messages

▶ Current self-supervised speech representations benchmarking
is heavily biased by the choice of probing heads

▶ The limited capacity probes selected in the literature hinder
the performance of small encoders, leading to over-sized SSL
models

Thank you for your attention! Hope to see you on Wednesday,
August, 23, for the “Analysis of Neural Speech Representations"
session !
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